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1 Motivation & Introduction to ABSA

Overwhelmed by countless reviews?

Extracted useful information ! 

Food is pretty good, but the service is horrific

Aspect Based Sentiment Analysis (ABSA)

Food:
Service:

NegativePositive Natural

- Positive
- Negative

Sentence: 

Aspect-Target Sentiment Classification(ATSC)

Aspects <- Aspect-Target Extraction (ATE) 



2.1 Traditional Aspect Based Sentiment Analysis
• ABSA – fine-grained textual classification task
• Previously, manually-designed lexicon-based features
• Bag-of-words and sentiment lexicons

2.2 Aspect-based Sentiment Analysis with Neural Networks
• Automatic learning of textual representation
• Attention-based LSTM with Aspect Embedding (ATAE-LSTM)
• Transformer and BERT based method
• Finetune the pre-trained BERT architecture weights on a domain-specific 

corpus

SemEval Dataset
• Only one aspect or multiple aspects with the same sentiment polarity
Multi-Aspect Multi-Sentiment (MAMS) Dataset
• More challenging

2 Related Work



3.1 Long Short-term Memory(LSTM)

• Able to solve the vanishing 
gradient problem

• Using ℎ𝑁, the last hidden state 
as sentence representation

• No aspect information -> 
sentence level  sentiment 
classification

source: Wang et al. (2016)



3.2 Attention-based LSTM with Aspect 
Embedding (ATAE-LSTM)

• Aspect embedding

• Attention between aspect and 
hidden states

• Able to capture the inter-
dependence between words 
and the input aspect

source: Wang et al. (2016)
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3.3 BERT-base and BERT-ADA
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BERT-base: Pre-train BERT

BERT-ADA: Post-train BERT with 
domain corpus

o Corpus: Yelp Dataset Challenge reviews
o Post-train methodology:

• masked language model(MLM) 
• next-sentence prediction(NSP)



• All models perform 
better on the SemEval-
14 Restaurant Review 
dataset than MAMS 
dataset.

• Domain-trained BERT-
Rest outperforms all 
other models and 
achieves the best 
performance.

4 Experiments



Thank you!


